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ABSTRACT Federated learning is an effective method to train a machine learning model without requiring
to aggregate the potentially sensitive data of agents in a central server. However, the limited communication
bandwidth, the hardware of the agents and a potential application-specific latency requirement impact how
many and which agents can participate in the learning process at each communication round. In this paper,
we propose a selection metric characterizing each agent’s importance with respect to both the learning
process and the resource efficiency of its wireless communication channel. Leveraging this importance
metric, we formulate a general agent selection optimization problem, which can be adapted to different
environments with latency or resource-oriented constraints. Considering an example wireless environment
with latency constraints, the agent selection problem reduces to the 0/1 Knapsack problem, which we solve
with a fully polynomial approximation. We then evaluate the agent selection policy in different scenarios,
using extensive simulations for an example task of object classification of European traffic signs. The
results indicate that agent selection policies which consider both learning and channel aspects provide
benefits in terms of the attainable global model accuracy and/or the time needed to achieve a targeted
accuracy level. However, in scenarios where agents have a limited number of data samples or where the
latency requirement is very stringent, a pure learning-based agent selection policy is shown to be more
beneficial during the early or late stages of the learning process.

INDEX TERMS Agent selection, federated learning, machine learning, wireless networks

I. INTRODUCTION
Traditional machine learning (ML) algorithms are performed
at a central location, where large amounts of data are
aggregated and used to train the ML model. However, the
input data originate at different agents who may be unwilling
to share them due to privacy concerns. Additionally, agents
can generate a large amount of data in a short period of

time, which can saturate the communication channel if all
data from all agents need to be centrally aggregated.

Addressing the difficulties of centralized ML algorithms,
McMahan et al. [1] introduced federated learning (FL), a
decentralized ML technique to train a centralized global
model using decentralized data from multiple agents and
without sharing the raw data at the agents. Specifically, the
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agents train their own local model, which has the same
neural network architecture as the global model, with their
own data. After local training, the agents only transmit the
tuned parameters of their local model to the FL server,
which is then responsible for generating a new global
model by combining the received model parameters from
the contributing agents. The process repeats for a number of
communication rounds until the global model converges to
a satisfactory accuracy level. FederatedAveraging (or
FedAvg) [1] is the most popular method for FL. Agents
apply the stochastic gradient descent (SGD) optimizer, for a
number of local iterations, and the global model is generated
by averaging the submitted local models.

A challenge of FL is that the exchange of model param-
eters between the agents and the FL server can come at a
high communication cost, especially for models with a large
number of parameters [2]. This is of particular relevance in
wireless network scenarios, e.g. when considering applica-
tions such as autonomous driving and the internet of things,
which rely on resource-constrained wireless networks [3].
Also, wireless channels impose further challenges as they
are susceptible to interference, have limited resources and
their quality varies over location, time and frequency. To
address these challenges, a subset of agents is selected to
participate in a given communication round. Furthermore,
although the FedAvg method can perform very well [1, 4],
its performance can degrade significantly when data at the
agents are not independent and identically distributed (non-
IID), i.e., heterogeneous, across all agents [5]. Therefore,
the selection of agents influences the convergence time and
accuracy of the global model.

A. RELATED WORK
In the literature, the agent selection problem has been ad-
dressed from both a pure FL perspective and for the specific
setting of a wireless network. From the FL perspective,
Charles et al. [6] address the effects of randomly selecting a
large number of agents is addressed. Rather than randomly
selecting agents, Cho et al. [7] show that selection of agents
based on their local loss improves the convergence of the
global model, even for scenarios with heterogeneous data.
The local loss is also considered by Lai et al. [8], who
perform agent selection with a statistical utility function.
Nguyen et al. [9] perform agent selection considering the
gradient information of each agent, while Chen et al. [10]
use the norms of the updates of each agent. Ribero and
Vikalo [11] suggest the selection of agents based on the
progression of the agents’ local weights with respect to
time. However, none of the above works consider a wireless
network nor provide a clear indication of which metric is the
most appropriate to characterize the importance of agents in
the learning process.

Considering a wireless network, Hellström et al. [12]
provide an overview of importance-aware agent selection
with learning and wireless policies. Nishio and Yonetani [13]

propose a greedy method to maximize the number of selected
agents during a time interval. Yang et al. [14] compare the
performance of the random, round robin and proportional
fair schedulers, in terms of the FL convergence rate, for
scenarios with limited bandwidth and interference. Amiri
et al. [15] show that selecting agents based on both their
wireless channels and the l2-norm of their local model update
provides better performance than only considering one of
the two metrics individually. Zeng et al. [16] concentrate
on minimizing the energy consumption, whereas Yu et al.
[17] optimize the trade-off between minimizing the energy
consumption and maximizing the number of selected agents.
Shi et al. [18] consider latency-constrained systems and aim
to maximize the model accuracy within a given total latency
budget. Fan et al. [19] address latency-constrained systems
by minimizing the time duration of each communication
round, assuming mobile agents. Moreover, Albaseer et al.
[20] address agent selection in scenarios with data and device
heterogeneity and limited wireless resources. However, none
of the works perform agent selection by characterizing the
agents based on their importance in the learning process
and their transmission, processing and energy resource con-
sumption. Furthermore, the works in the literature focus on
specific objectives of a given problem rather than providing
a general agent selection framework, which can be easily
adapted to the problem and objective at hand.

The global model convergence, with the FedAvg method,
under non-IID training data is addressed in the literature in
many ways, including with data sharing [21, 22] and with
regularization [23–25]. Convergence guarantees have also
been derived for scenarios with non-IID data [26] and it is
suggested that for many real-world applications, the FedAvg
method can provide identical performance for IID and non-
IID data [27]. Therefore, motivated by the research so far,
we employ the FedAvg method in this work.

B. CONTRIBUTIONS AND PAPER ORGANIZATION
Our main contributions are the following:

• We propose a configurable metric to characterize the
agents based on their importance in the learning process
as well as their resource consumption, which depends
on the FL model and the agents’ wireless channels and
hardware. Such a metric describes the agents better and
hence allows for a more appropriate selection of agents
based on the scenario considered.

• We propose a general agent selection framework, which
considers both agent-specific and system constraints, in
the form of an optimization problem. The optimization
problem can be adjusted to accommodate different
needs and constraints from the application, network and
agent perspectives. Thus, the proposed framework can
address a number of different scenarios rather than pro-
vide a solution to a single specific problem. Moreover,
the optimization problem can be easily extended to
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address the joint agent selection and resource allocation
problem in FL scenarios over wireless networks.

• We show that for scenarios with non-IID data, the
local loss is a better metric than the deviation between
the local and the global model to characterize the
importance of an agent in the learning process.

• We demonstrate that the learning accuracy is improved
when both learning and channel aspects are considered
to characterize the agents. However, when the agents
have few samples or when stringent latency require-
ments apply, a higher global model accuracy is achieved
with pure learning-based agent selection policies.

The remainder of this paper is organized as follows.
Section II provides the learning and communication mod-
els. In Section III, the agent characterization is presented,
while the problem formulation is derived in Section IV.
Section V presents the considered use case for evaluating
the agent selection framework and Section VI provides the
evaluation of the agent selection policies, as derived from the
framework. Finally, the conclusions and recommendations
for future work are presented in Section VII.

II. SYSTEM MODEL
Consider a cellular network with one base station, which also
acts as an FL server and a set V of agents, where V = |V|.
The FL server and the agents collaboratively train a global
model, without requiring the transmission of the data sets
gathered by the agents. Therefore, each agent v ∈ V holds
its own training data set Kv and testing data set KT,v , where
Kv = |Kv| and KT,v = |KT,v| denote the number of training
and testing data samples available at agent v, respectively.

At a given communication round i, the FL server selects
which agents will participate in the learning and each se-
lected agent v ∈ VG[i] trains its local model, where VG[i]
is the set containing the selected agents at communication
round i. Once each selected agent v ∈ VG[i] finishes its
local training, it transmits its local model to the FL server.
After all required local model uploads are completed, the
FL server is responsible to update the global model for
the next communication round i + 1 and transmit the new
global model to each agent v ∈ V. The process repeats until
sufficient accuracy is achieved at the global model, based
on an FL server- or agent-specific testing data set, or an
application-specific deadline is reached.

An application-specific deadline TAPP,MAX can also be set
on the time duration of each communication round i to
prevent the selection of agents with limited training power
and/or with poor wireless channel quality. Additionally, the
FL process can be bound to the available transmission
resources CR,MAX allocated to the FL task, e.g. in a slice
in 5G networks, which can restrict the number of selected
agents per communication round. Table 1 provides a short
description of the most commonly used symbols in this
paper. The rest of this section describes in more detail

TABLE 1. List of most commonly used symbols.

Symbol Description

ρ{E,L,R,T}

Constant tuning the relative importance of energy
consumption/ learning importance/ transmission
resource consumption/ processing resource
consumption

WG The weights of the global model
Wv The weights of the local model at agent v
Xv The input data at agent v
Yv The output data at agent v
B System bandwidth in [MHz]
CR,MAX Available transmission resources
CE,v Energy consumption of agent v in [J]
CR,v Consumption of transmission resources of agent v
CT,v Consumption of processing resources of agent v in [s]
Ev Energy level at agent v in [J]
F (·) The loss function of the model
K = |K| The total number of samples
Kv = |Kv | Number of training samples at agent v
KT,v = |KT,v | Number of testing samples at agent v
QL,v Importance of agent v in the learning process
Qv Importance of agent v
Rv Bit rate at agent v in [Mbps]

Sv
Binary optimization variable for the
selection of agent v

TAPP,MAX Application-specific latency budget in [s]
Tv Transmission time of agent v in [s]
V = |V| Number of agents in the network
VG = |VG| Number of selected agents for training
Z Size of the FL model in [Mbits]
gMIN Minimum required processing capabilities in [FLOPs]
gv Processing capabilities of agent v in [FLOPs]
qv Deviation of agent v

the learning model and the model for the communication
between the agents and the FL server.

A. LEARNING MODEL
Consider an agent v, with training data set Kv. We denote
its input data Xv = [xv1, · · · ,xvKv ], where xvk ∈ RnX

denotes the kth input vector to the model of agent v, with
nX as the size of the input vector. Additionally, the output
data Yv = [yv1, · · · ,yvKv ], where yvk ∈ {0, 1}nC denotes
the real output vector associated with the kth input vector
xvk, where nC is the size of the output vector and hence,
the number of model outputs. For example, for an object
classification learning task with nC classes, the real output
yvk indicates with value 1 the class that sample k belongs
to, while for all other classes, it holds a 0 value.

During local training with training data set Kv, the model
output (or predictions) Ŷv = [ŷv1, · · · , ŷvKv ] is generated,
where ŷvk ∈ RnC denotes the predicted output vector related
to the kth input vector xvk. The model output Ŷv depends
on the considered model architecture, e.g. the number of
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hidden layers in the case of a deep neural network. The
weights Wv parameterize the considered local model and the
goal of the local model is to tune its weights Wv such that
the predictions Ŷv will represent the real output Yv, given
the input data Xv. The relation between the predictions Ŷv

and the real output Yv is typically measured with the loss
function F (Wv;Xv,Yv), which also depends on Xv and
Yv. From here onwards, we omit this dependency for the
sake of simplifying the notation.

The objective of tuning the local model is:

min
Wv

F (Wv) =
1

Kv

∑
k∈Kv

fk(Wv), (1)

where fk(Wv) is the loss function of sample k, which is
commonly set to the cross-entropy loss for classification
problems [28]. To find the weights Wv which minimize
the loss function F (Wv), a number of iterations nLE are
performed, known as local epochs. Assuming the SGD
optimizer [29], the weights Wv are adapted at every local
epoch based on the learning rate η, which controls the
learning speed of the model.

In an FL setting, a data set K, where K = |K|, is the
collection of the data sets Kv from all agents in set V and
hence K = ∪v∈VKv. With the FedAvg method [1] and
assuming that the global model is generated only based on
the models of the selected agents, the loss of the FL server,
at communication round i, is upper bounded by the weighted
average of the local losses

min
WG

F (WG[i]) ≤
∑

v∈VG[i]

Kv

K
F (Wv[i]), (2)

where Wv[i] denotes the weights of the local model of
agent v, after local training during communication round i
and WG[i] are the weights of the global model. Using this
upper bound, FL approximates the global objective function
F (WG[i]) by the weighted average of the local losses.
Then, assuming the SGD optimizer, the weights WG[i] of
the global model at the end of communication round i are
updated as follows:

WG[i]←
∑

v∈VG[i]

Kv

K
Wv[i], (3)

and then transmitted to all of the agents for the next
communication round i+ 1.

B. COMMUNICATION MODEL
For the transmission of the local model, assuming a wireless
link, we measure the bit rate Rv of agent v in Mbps with
the Shannon–Hartley equation [30] as

Rv = Bv log2

(
1 +

PvGv

PN

)
, (4)

where Bv is the transmission bandwidth of agent v in MHz,
Pv is the transmit power in Watt, Gv is the transmission gain

and PN is the thermal noise power in Watt. The transmission
gain Gv is given, in dB, by [30]

Gv = 20 log

(
c

4πfC

)
− 10γ log(dv) + ψ, (5)

where c is the speed of light, fC is the carrier frequency, dv
is the three-dimensional distance between agent v and the
serving base station, γ is the path loss exponent and ψ is
a Normally-distributed random variable with zero mean and
variance σ2, capturing the effects of shadow fading. Finally,
we ignore the transmission of the global model from the FL
server to the agents, which can be assumed to be a broadcast
and hence consume relatively few resources.

III. AGENT CHARACTERIZATION
In real-world applications, agents are diverse in terms of their
training data as well as processing capabilities (e.g. central
processing unit (CPU)) to train their local model, wireless
channel quality and energy availability. In this section we
define two metrics for measuring the importance of agents
in the learning process and we describe the potential resource
consumption of the agents.

A. LEARNING PROCESS IMPORTANCE
Non-random agent selection can improve the FL model
convergence [7–11]. Hence, we characterize an agent v at
communication round i based on its importance QL,v[i] in
the learning process. Specifically, we consider two metrics
which can express the importance QL,v[i] of agent v: (a) the
deviation qv[i] and (b) the loss F (WG,v[i]), which are both
defined below.

Inspired by regularization to address the challenges of
non-IID data [23], we propose as a metric for the importance
QL,v[i] in the learning process, the deviation

qv[i] = ||Wv[iv]−WG[i− 1]||22, (6)

which represents the deviation between the local model
Wv[iv] of agent v and the global model WG[i− 1], where
|| · ||2 denotes the Euclidean norm and iv denotes the most
recent communication round that agent v was selected for
learning. The deviations can be calculated at the FL server
and consequently used in the agent selection process without
any additional signaling from the agents. The reason is due to
the assumption that the FL server always stores the weights
of agents from their last participation in the learning pro-
cess until their next participation. Finally, although multiple
agents may have the same deviation, the proposed framework
ensures that those agents are differentiated during the agent
selection process, which is explained with more details in
Section IV.

Alternatively, the importance QL,v[i] in the learning pro-
cess can also be expressed [7, 22] in terms of the loss
function F (WG,v[i]) of agent v, which is locally computed
at agent v with the testing data set KT,v and the newly gen-
erated global weights WG[i] at the end of communication
round i. Then, the loss F (WG,v[i]) is transmitted to the
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FL server as an input for the agent selection process of
communication round i + 1. The time needed to calculate
the loss F (WG,v[i]) is addressed in Section III-B-2 and we
consider the corresponding transmission time to be negligible
due to the loss being a scalar value. Since all agents need to
transmit their loss, the communication cost for this task is
linearly proportional to the number of agents in the network.
However, the loss is a scalar value and therefore its impact on
the total communication cost is considered non-significant.

B. RESOURCE CONSUMPTION
When an agent participates in the learning process during
communication round i, it consumes resources. We charac-
terize the total resource consumption of an agent v based
on the resource consumption for the transmission CR,v[i],
processing CT,v[i] and energy CE,v[i], respectively. The
transmission CR,v[i] and processing CT,v[i] consumption
relate to system-specific resource, e.g. bandwidth and time,
while the energy CE,v[i] consumption is agent-specific. In
the following, we detail the consumption for these three
types of resources.

1) TRANSMISSION RESOURCES
The consumption of the transmission, i.e. time-frequency,
resources CR,v[i] of agent v is related to the upload of the
local model Wv[i] at communication round i and depends
on the communication system. We consider an orthogonal
frequency division multiple access (OFDMA) system and
assume that the channel is static during the communication
round i and over the applied frequency carrier. Considering
that the transmission resources are defined in both the time
and frequency domains, we define the consumed transmis-
sion resources CR,v[i] as:

CR,v[i] = Tv[i]Bv[i], (7)

where Tv[i] is the transmission time in seconds and Bv[i]
is the transmission bandwidth in MHz. Given that the
transmission bandwidth Bv[i] is fixed during communication
round i, the transmission time Tv[i] = Z

Rv[i]
, where Rv[i] is

the bit rate as given in (4) and Z is the size of the model in
Mbits. Then, (7) is re-written as

CR,v[i] =
Z

Rv[i]
Bv[i], (8)

which captures the dynamic nature of the channels over time
through the bit rate Rv[i]. The resource consumption CR,v[i]
is important for systems with limited resources because
it can be exploited for efficient agent selection. Also, the
calculation of the resource consumption CR,v[i] does not
require additional communication between the agents and
the base station, because the bit rates can be estimated by
the base station via the periodic channel quality indicator
feedback that all agents report to the network.

2) PROCESSING RESOURCES
The consumption CT,v related to the local model training
by agent v is measured in terms of time and depends on
the agent’s processing capability gv, as well as on its data
set size Kv and other training-related parameters. Assuming
a fixed training data set size Kv, the consumption CT,v

is the same for any communication round. Specifically, the
processing capability gv of agent v is measured in floating
point operations (FLOPs) per second as [31]

gv = nCORES,v νv ωv, (9)

where nCORES,v is the number of CPU cores at agent v, νv
is the CPU clock frequency at agent v in cycles per second
and ωv is the number of FLOPs per cycle at agent v. Then,
the time consumption CT,v for training at agent v is

CT,v =

⌈
Kv

sB

⌉
nFLOP,G nLE

gv
, (10)

where nFLOP,G denotes the number of FLOPs to train the
model for a batch of size sB and ⌈·⌉ represents the ceiling
operation.

When the loss F (WG,v[i]) of agent v is considered for
the importance QL,v[i] in the learning process, an additional
term can be added to the training time consumption CT,v to
represent the loss calculation:

CT,v =

⌈
Kv

sB

⌉
nFLOP,G nLE

gv
+

⌈
KT,v

sB

⌉
nFLOP,G

gv
, (11)

assuming a fixed testing data set size KT,v .
The time consumption CT,v can only be measured locally

at the agent and hence, it should be communicated to the
FL server when the agent first enters the network. Since this
communication occurs only once, the related communication
cost is considered negligible, regardless of the number of
agents in the network. The knowledge of the time consump-
tion CT,v at the FL server is significant because it allows
the FL server to perform resource-efficient agent selection
within a given latency bound.

3) ENERGY RESOURCES
The energy consumption CE,v[i] of an agent v, during
communication round i covers both the training and the wire-
less transmission. Applying the model in [31], the energy
consumption CE,v[i] is given, in Joules, by:

CE,v[i] =
ev
ω3
v

⌈
Kv

sB

⌉
g2v nFLOP,G nLE + Pv[i]Tv[i], (12)

where ev is the energy consumption coefficient based on
the CPU, measured in Watt(cycles/s)−3. When considering
agents with energy limitations, the energy consumption
CE,v[i] is an important metric because the available energy
level Ev[i] of the agent should exceed the energy consump-
tion CE,v[i] required to participate in the learning process.

When energy aspects are taken into account during agent
selection, the energy consumption CE,v[i], as well as the
total available energy Ev[i], need to be reported to the FL

VOLUME , 5



:

server. Specifically, the training-related energy consumption
needs to be reported to the FL server once, when first
entering the network, while the transmission-related energy
consumption can be estimated at the FL server for the same
reasons given for the transmission resource consumption
CR,v[i]. Furthermore, the energy level Ev[i] of an agent
v is dependent on the communication round i, because it
decreases by the agent’s energy consumption, every time
agent v is selected and hence the energy level Ev[i] should
be periodically reported to the FL server.

IV. PROBLEM FORMULATION
We define the agent importance Qv[i] as the metric govern-
ing the agent selection process to improve the performance
of the FL model by exploiting the different characteristics of
the agents. The agent importance Qv[i] is defined to capture
the trade-off between the importance QL,v[i] of the agent v
in the learning process against the total resource consumption
of the agent v as follows:

Qv[i] =
QρL

L,v[i]

CρR

R,v[i]C
ρT

T,vC
ρE

E,v[i]
, (13)

with ρL+ρR+ρT +ρE = 1, where {ρL, ρR, ρT , ρE} ∈ [0, 1]
are constants to tune the relative significance of the learning
importance QL,v[i] and the consumed transmission CR,v[i],
as given in (8), processing CT,v , as given in (10) or (11),
and energy CE,v[i] resources, as given in (12), respectively.
Recall that the importance QL,v[i] of the agent v in the learn-
ing process can be expressed in terms of the deviation qv[i],
as given in (6), or the local loss F (WG,v[i]). Moreover, the
agent importance Qv[i] can be fine-tuned to the requirements
and constraints of the agents and the system. For example,
when the network is very congested, higher emphasis can
be given to the transmission resource consumption of agents
by increasing the value of ρR. Therefore, by appropriately
configuring the constants ρL, ρR, ρT and ρE in (13), both
learning and resource consumption aspects are simultane-
ously addressed.

For a given communication round i, we formulate the
following general agent selection optimization problem to
maximize the total agent importance, which can capture both
learning and resource consumption aspects:

max
S1[i],···SV [i]

∑
v∈V

Qv[i]Sv[i] (14a)

subject to
∑
v∈V

CR,v[i]Sv[i] ≤ CR,MAX[i], (14b)

(CT,v + Tv[i])Sv[i] ≤ TAPP,MAX, ∀v ∈ V, (14c)
CE,v[i]Sv[i] ≤ Ev[i], ∀v ∈ V, (14d)
gvSv[i] ≥ gMIN, ∀v ∈ V, (14e)
Sv[i] ∈ {0, 1}, ∀v ∈ V, (14f)

where the binary optimization variable Sv[i] indicates
whether agent v is selected at communication round i or not.
Constraint (14b) indicates that the transmission resources
allocated to the agents should not exceed the total system

resources allocated to the FL task at communication round
i. Constraint (14c) shows that the selected agents should
train and transmit their models within an application-specific
latency budget TAPP,MAX. Constraint (14d) ensures that the
selected agents have sufficient energy levels to participate
in the learning process. Finally, constraint (14e) ensures that
the processing capabilities of the selected agents exceed a
minimum requirement gMIN, to avoid selecting agents with
potentially long training times.

The objective in (14a) depends on the importance Qv[i] for
each agent v, which provides the differentiation between the
different agents. In case two or more agents have the same
agent importance Qv[i], the agents are differentiated via
the constraints. For example, constraint (14b) differentiates
the agents based on the quality of their wireless channels.
We remind that the agent importance in (13) serves as a
selection metric and thus, the selected agents transmit their
local models to the FL server after performing local train-
ing. Moreover, the optimization problem in (14) is general
and it can be adjusted to the communication system, the
application-specific requirements and the energy constraints
of the agents. Therefore, some of the constraints in (14)
might be irrelevant to specific problems. Furthermore, the
optimization problem can be extended to jointly consider
agent selection and radio resource allocation, for example
when multiple agents can be simultaneously served with
beamforming antennas.

Additionally, we consider that the convergence analysis
with the proposed framework can be provided based on the
convergence analysis for partial agent participation in non-
IID scenarios from Zhao et al. [5]. Therefore, we consider
that the general convergence of the FL model using this
framework is ensured and we leave for future work the
specific convergence analysis. Then, the goal of this work
is to analyze the performance of the framework in (14)
and investigate the trade-offs between learning and wireless
communication performance measures.

A. PROBLEM OF INTEREST
To investigate the trade-offs between learning and wireless
aspects, we simplify the problem in (14) such that only
the necessary constraints are considered. Specifically, we
consider the communication system described in Section III
and wideband radio resource scheduling. Then, the available
transmission resources CR,MAX[i], in constraint (14b), can be
expressed in terms of the application-specific latency budget
TAPP,MAX. For example, the transmissions of the local models
to the FL server will start once the agent with the shortest
training time that participates in the given communication
round i finishes its training. Considering that the duration of
each communication round is given by the latency budget
TAPP,MAX, the available transmission resources CR,MAX[i] are
given by:

CR,MAX[i] = B

(
TAPP,MAX − min

v∈VG[i]
CT,vSv[i]

)
, (15)
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where B is the system bandwidth. Therefore, when applying
(15) in constraint (14b), the problem in (14) investigates
the scenario where agents have different training times and
hence, different hardware and/or data sizes.

When agents with the same training time CT,1 = · · · =
CT,V = CT are considered, (15) is simplified to

CR,MAX = B(TAPP,MAX − CT ), (16)

and the available transmission resources CR,MAX are inde-
pendent of the communication round i. For the remainder
of this work, for simplicity, we consider that agents have
the same training time CT . Although this assumption makes
the problem simpler, this problem remains applicable to
real-world scenarios. Specifically, it can be assumed that
for synchronization purposes, the FL server dictates to all
agents the computing capability that should be applied by
the agents, which is set to the minimum capability among
all agents. Furthermore, when using (16) in constraint (14b),
constraint (14c) becomes redundant.

It is also important to consider scenarios with powerful
agents, e.g. vehicles or agents that have powerful hardware
and access to charging points. For such scenarios, constraints
(14d) and (14e) can be ignored. Then, we can further
simplify the optimization problem in (14) to:

max
S1[i],···SV [i]

∑
v∈V

Qv[i]Sv[i] (17a)

subject to
∑
v∈V

CR,vSv[i] ≤ B(TAPP,MAX − CT ), (17b)

Sv[i] ∈ {0, 1}, ∀v ∈ V. (17c)

The problem formulation in (17) emphasizes the latency
constraints that might be imposed by the system. More-
over, when problem (17) has all parameters discretized,
it becomes the classic 0/1 Knapsack problem, which is a
known NP-hard problem [32]. For problems with a small
number of variables and constraints a pseudo-polynomial
algorithm using dynamic programming solves the integer 0/1
Knapsack problem optimally in O(V Q) time [32], where
Q =

∑
v∈VQv. The complexity can be reduced by a

fully polynomial approximation. In this work, we apply
the algorithm presented in [32], with ϵ = 0.001, to find
the approximate solution to (17). To apply the algorithm
solving the integer 0/1 Knapsack problem, all parameters
in (17) need to be integers. For this reason, we discretize
all parameters by multiplying them with a large number and
rounding them to the closest integer.

Another important aspect to discuss is the incurred com-
munication cost in both the uplink and downlink channels
due to the FL task. The uplink channel is used for the
transmission of the local models to the base station and
the problem in (17) considers that the available transmission
resources are bounded by CR,MAX. The downlink channel is
used for transmitting the global model to the agents and for
notifying the agents about their participation in the FL task.
In both cases, we assume that broadcast transmissions are

used. Typically, the resources needed for the broadcast are
network-dependent, such that a minimum bit rate is ensured
at the cell edge. Therefore, for both the uplink and downlink
channels, there are resources allocated specifically to the FL
task, which are fixed during each communication round and
do not depend on the number of agents in the network.

B. AGENT SELECTION POLICIES
Depending on the configuration of the agent importance
Qv[i] in (13), different agent selection policies are derived as
solutions to problem (17). Considering that all agents have
the same hardware and hence the same training time CT ,
as given in (10) and (11), we set ρT = 0 for the agent
importance calculation in (13). The energy consumption in
relation to training is also the same for all agents. Thus,
the total energy consumption CE,v[i], as given in (12),
depends only on the model transmission and consequently
on the bit rate, which is covered by the consumption of the
transmission resources CR,v[i], as given in (8). Thus, we set
ρE = 0 in (13).

Considering that the agent importance Qv[i] in (13) is now
tuned with the constants ρL and ρR, we consider two extreme
cases. For the extreme case of ρL = 1 and ρR = 0, two solu-
tions of the problem in (17) are derived. The first considers
the deviation qv[i], whereas the second considers the loss
F (WG,v[i]) as a metric for the learning importance QL,v[i]
of agent v. We refer to the two solutions as max-sum-dev
and max-sum-loss, respectively, because they aim to
maximize the sum of the deviations/losses over all selected
agents. Therefore, these two policies simultaneously address
the trade-off between selecting agents that are important to
the learning and the limited transmission resources, which is
captured in constraint (17b). For the other extreme case, i.e.
where ρL = 0 and ρR = 1, only one solution exists, which
is denoted as max-sum-rate because it aims to maximize
the sum of the bit rates of the selected agents. Simulations
showed that the performance of the policies with ρL ∈ (0, 1)
and ρR = 1 − ρL is bounded by the max-sum-dev
(or max-sum-loss) and the max-sum-rate policies.
Therefore we do not show these policies in our evaluation.

V. EVALUATION SCENARIO
This section presents the considered scenario for evaluating
the agent selection framework and investigating the trade-
offs between learning and wireless performance measures,
as captured in problem (17). First, we present the considered
learning task. Then, we introduce the baseline agent selection
policies that will be compared to the policies derived in
Section IV-B. Finally, we present the configured learning
and wireless parameters.

A. CLASSIFICATION OF EUROPEAN TRAFFIC SIGNS
As an example application, we perform the learning task
of object classification on the European traffic sign data set
(ETSD), which consists of 164 classes of signs aggregated
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over data sets from six European countries [33]. Due to the
limited number of training samples per class, we only select
the nC = 10 classes with the highest number of samples.

For the classification task, we use a convolutional neural
network (CNN) architecture similar to that in Serna and
Yuichek [33] and Chiamkurthy [34], which are both inspired
by the typical Visual Geometry Group (VGG) architecture
[35]. Fig. 1 shows the considered architecture. Specifically,
four convolutional layers are activated with a rectified linear
unit (ReLU) function and followed by batch normalization.
Further, max pooling and dropout regularization with a
range of 0.25 are performed. For the fully connected layer,
the output of the convolutional layer is flattened and then
activated with ReLU. Then, another dropout regularization
is performed with a range of 0.5, followed by a batch
normalization. Finally, the last layer is activated by a softmax
with 10 outputs with each output indicating the probability
for each class. Batch normalization makes the network learn
robustly [29], while the dropout layers prevent overfitting
[29]. In total, the network consists of 3349418 trainable
parameters and thus, the size of the model Z ≈ 107 Mbits,
assuming 32-bit precision per parameter.

B. BASELINE AGENT SELECTION POLICIES
Apart from comparing the agent selection policies from
Section IV-B to each other, we also compare them to
baseline policies from the literature. One widely used agent
selection policy is the FedCS policy, as introduced by Nishio
and Yonetani [13], which is based on a greedy method to
maximize the number of selected agents. In the considered
evaluation scenario, the FedCS policy is identical to the
max-sum-rate policy, which is derived as a solution to
the problem in (17) when setting ρL = 0 and ρR = 1.
The fact that the FedCS and max-sum-rate policies are
identical shows the effectiveness of our proposed framework
in generating diverse policies. This further shows that our
agent selection framework is adaptable and allows fine-
tuning of the agent selection policy to the scenario under
investigation.

Additionally, we also consider the pow-d policy as a
baseline policy, which was introduced by Cho et al. [7].
The pow-d policy only considers learning aspects, where d
defines the size of the subset of agents that can be selected
for training. Then, from the d randomly selected agents, the
m agents with the highest local loss are selected. Considering
that in our evaluation scenario the transmission resources are
limited, it may occur that not all m agents can participate in
the learning. Finally, based on the results shown in [7] and
the dimensioning of our scenario, we consider d = 15 and
m = 4.

Moreover, we also consider the random, max-dev and
max-loss policies. The latter two baseline policies are
derived as an approximation to the solution of the problem
in (17). Specifically, they sort the agents in descending
order based on their importance Qv[i] (based on deviation

0.5

48
 x

 4
8 

x 
32

23
 x

 2
3 

x 
64

10
 x

 1
0 

x 
64 51

2

10

3x3 convolutional + ReLU

(2,2) max poolingfully connected + ReLU softmax

convolutional + ReLU batch normalization dropout

46
 x

 4
6 

x 
32

23
 x

 2
3 

x 
32

21
 x

 2
1 

x 
64 51

2

51
2

0.25
0.25

FIGURE 1. The considered CNN architecture to perform object
classification task for the ETSD.

or loss, respectively) and select as many agents as possible
until constraint (17b) is violated. In line with this approach,
sorting and selecting agents based on their bit rates by setting
ρR = 1, yields a selection policy that is identical to the
max-sum-rate policy. Hence, it does not offer a further
selection policy to be assessed.

The main difference between the policies derived
as a solution to problem (17), i.e. max-sum-dev,
max-sum-loss and max-sum-rate, and the baseline
policies max-dev, max-loss and random, is that the
former class of policies explicitly takes the bit rates into
account, due to constraint (17b). We will refer to these
policies as channel-aware policies. The latter class of poli-
cies, i.e. max-dev, max-loss and random, considers
the bit rates implicitly as these policies sort and select as
many agents as possible until constraint (17b) is violated.
Finally, the baseline policy pow-d is neither explicitly nor
implicitly considering wireless channel aspects, as it aims
to select a fixed number of agents, based on their loss, per
communication round.

C. LEARNING AND WIRELESS PARAMETERS
In our analysis we consider scenarios with V = 50 agents
and both IID and non-IID data. For the IID scenario, all
agents have the same number of samples Kv, which are
evenly distributed over the ten classes. For the non-IID
scenario, all agents have Kv samples, which are unevenly
split over two classes such that on average all classes are
equally represented in the training data set K. Therefore,
the non-IID scenario has a highly skewed data distribution
that aims to represent a more realistic scenario than the IID
scenario. For the calculation of the loss F (WG,v[i]) of agent
v at communication round i, the categorical cross-entropy
loss function is applied on the testing data set KT,v , which
is unique for every agent and three times smaller than the
training data set Kv.

For the training, the agents invoke the SGD optimizer
with learning rate η = 0.05, batch size sB = 64 and with
each agent performing nLE = 2 local epochs. The number
of FLOPs required from the agents to train the CNN for
a batch size sB = 64 is measured by the Keras library, in
Python, which is nFLOP,G = 6.55 GFLOPs. Regarding the
hardware of the agents, we consider the processing capabil-
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ities gv = 64 GFLOPs per second. Such processing power
will be given, for example, by nCORE = 1 CPU core, ν = 2
GHz CPU frequency and ω = 32 FLOPs per cycle. Since the
agents are assumed to have the same hardware, their energy
coefficient is also identical ev = 10−27 W(cycles/s)−3 [36].

For the wireless communication scenario, we consider an
urban macro environment at fC = 3.5 GHz and a bandwidth
of B = 50 MHz [37]. For the wireless propagation, we
assume a path loss exponent γ = 3.7 and shadowing with
σ = 8 dB, which are typical values for outdoor dense urban
environments [30]. Additionally, the agents are uniformly
distributed in a cell of radius 150 m. We assume that all
agents are at a height of 1.5 m whereas the base station
antenna is at a height of 25 m [38]. The transmission of the
local model is performed assuming the agents’ maximum
transmit power Pv = PV,max = 24 dBm [39]. Finally, the
thermal noise power is PN = −97 dBm.

VI. EVALUATION
This section presents the evaluation of the considered agent
selection policies in terms of the achieved accuracy of the
global model, which is measured at the FL server based on its
specific testing data set. First, we consider Scenario 0, where
all agents have the same bit rates. For this scenario, our
aim is to study the policies from a pure learning perspective
and hence provide insights into the learning behavior when
the deviation qv[i] and the loss F (WG,v[i]) are applied as
metrics for the agent importance QL,v[i] to the learning.
Besides Scenario 0, we compare the policies in Scenarios
1, 2 and 3, in which the agents have distinct bit rates
that vary over time. Specifically, in Scenario 1, we show
the impact of the wireless channel. Then, in Scenario 2,
we investigate the performance of the policies when agents
have a lower number of samples Kv. Finally, in Scenario
3, we evaluate the policies under a reduced application-
specific latency budget TAPP,MAX, thus limiting the permitted
communication latency.

Sections VI-A to VI-D present the accuracy of the global
model for Scenarios 0-3, respectively. Then, in Section VI-E,
we provide a comparison of Scenarios 1, 2 and 3, in terms
of what accuracy level is reached within a given deadline
and how long it takes to reach a certain accuracy level.
Finally, Section VI-F provides the total energy consumed
by the agents within a given deadline and to reach a certain
accuracy level. We present all results as an average of 70
independent simulations and the source code generating all
results is available in [40]. For the sake of presentation, we
also include a short summary of the key result observed for
each analyzed scenario.

A. SCENARIO 0 - PURE LEARNING PERSPECTIVE
To study the behavior of the different agent selection policies
from a pure learning perspective, we consider the scenario
where all agents have the same bit rate, which is equal to
the average bit rate that can be experienced in the con-

sidered wireless environment. Hence, the max-sum-loss,
max-sum-dev and max-sum-rate/FedCS policies be-
have like the max-loss, max-dev and random policies,
respectively. Because of the identical bit rates, the number of
selected agents per communication round is constant and the
same for all policies, even for the max-loss policy which
requires extra processing time for the loss calculations. We
set Kv = 300 samples at each agent and hence the training
time is equal to CT = 1.02s, excluding the time for the
loss calculation for the max-loss policy. Finally, setting
TAPP,MAX = 5s allows approximately 4s of uploading time.

1) IID DATA
Considering the case with IID data, Fig. 2 shows the increase
of the accuracy over time and illustrates that the max-loss
policy exhibits a slower convergence than the max-dev,
pow-d and random policies. The slower convergence of the
max-loss policy is explained by its persistency to select
the same agents over time while the max-dev, pow-d and
random policies tend to more evenly cover the entire agent
population over time. For IID data, all agents have samples
from all ten classes and hence, regardless of the selected
agents in a given communication round, the loss change
of all agents in that communication round will be similar.
Consequently, the agent sorting by the max-loss policy at
the beginning of each communication round, does not change
significantly over time and results in frequently selecting the
same agents. Therefore, the global model is mostly trained
on a subset of the total available samples which leads to a
slower convergence.

When an agent is selected for training, its deviation, as
calculated in (6), will be relatively small and for every round
that the agent is not selected, its deviation will be relatively
large. Hence, the max-dev policy behaves in a round robin
fashion, with some initial agent sorting. With this, an even
agent selection is achieved, which allows to consistently train
on all available samples. Furthermore, Fig. 2 shows that
the max-dev, pow-d and the random policies perform
similarly because the pow-d and random policies also tend
to cover the agent population well and hence train the model
on all samples. The similarity of the pow-d and random
policies can be attributed to the random component of the
pow-d policy. Therefore, we have the following important
result for the case of the IID data:

Result 1. From a pure learning perspective, for scenarios
with IID data, the learning process benefits from evenly
selecting the agents over time and hence the max-dev,
pow-d and random policies tend to outperform the
max-loss policy.

2) NON-IID DATA
When non-IID data are considered, the agents have samples
from only two classes and therefore, the selection of agents
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FIGURE 2. Accuracy over time for IID data, when agents have identical bit
rates, Kv = 300 samples and Tapp,max = 5s.

in a given communication round is more crucial than for
IID data. Also, a larger number of communication rounds
is needed to reach a given accuracy level compared to
the scenario with IID data. Fig. 3 illustrates that for the
non-IID scenario, the pow-d policy outperforms all other
policies. Moreover, the max-loss policy provides better
convergence than the max-dev policy, in the sense that
accuracy fluctuates with the max-dev policy. In contrast
to IID data, for non-IID data, the losses of the agents after
a given communication round will differ depending on the
selected agents. Consequently, the max-loss policy does
not persistently select the same agents. Hence, both the
pow-d and max-loss policies select some agents more
often than others, which allows more training on samples
that contribute more to the learning process. Overall, the
pow-d policy provides better performance compared to
the max-loss policy because the random aspect of the
pow-d policy ensures that different agents are considered
for selection at each communication round and hence, the
pow-d policy is less persistent on selecting the same agents.
This result highlights that not all agents are equally important
to the learning process when the data are non-IID but the bias
due to selecting only the agents with the highest losses may
limit the achieved global model accuracy.

Fig. 3 also shows that the accuracy achieved by the
max-dev policy fluctuates over time, where the period of
the fluctuation is equal to the time needed to select all
agents once, i.e. the round robin period. Since agents do
not have equally important data, the initial sorting of the
deviations qv[i] is essentially based on the data importance
of the agents. Subsequently, the agents are selected the
same number of times and in sequence, which can harm
the accuracy and indeed lead to fluctuations. The accuracy
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FIGURE 3. Accuracy over time for non-IID data, when agents have
identical bit rates, Kv = 300 samples and Tapp,max = 5s.

fluctuation is amplified by selecting the same number of
agents per communication round. Finally, Fig. 3 shows that
the random policy has the worst performance because it
does not consider any learning metrics. Therefore, the key
takeaway result for the case of the non-IID data is the
following:

Result 2. From a pure learning perspective, for scenarios
with non-IID data, not all agents have equally important
data. Hence, the pow-d policy provides the highest accuracy
level and stable gains by selecting the most appropriate
agents per communication round while also ensuring that
different agents can be selected over time.

B. SCENARIO 1 - LEARNING AND COMMUNICATION
PERSPECTIVE
In this scenario, the agents have distinct bit rates, based on
the communication model in (4), with time-varying wireless
channels that vary at each communication round. Similarly
to Scenario 0, we assume Kv = 300 samples at each agent
and set TAPP,MAX = 5s.

1) IID DATA
Fig. 4 shows the accuracy of the considered policies over
time and illustrates that all considered policies, apart from
the max-loss and pow-d policies, perform similarly. The
slower convergence of the max-loss policy is due to the
uneven agent selection, as explained for Scenario 0 in Sec-
tion VI-A-1. Even though the max-sum-loss policy also
relies on the loss of the agents, it explicitly takes into account
the bit rates of the agents, which eventually leads to selecting
different agents per round and consequently achieving a
higher accuracy level than the max-loss policy. Moreover,
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FIGURE 4. Accuracy over time for IID data, considering time-varying
wireless channels, Kv = 300 samples and Tapp,max = 5s.

and in contrast to the results in Section VI-A-1, the pow-d
policy now slightly under-performs because it neither explic-
itly nor implicitly considers the wireless channels. Fig. 4 also
shows that the channel-aware policies, i.e. max-sum-loss,
max-sum-dev and max-sum-rate/FedCS, perform
similarly to the max-dev and random policies, which
implicitly take the wireless channels into account. This
similarity exists despite the fact that the former policies can
select more agents than the latter. Hence, we conclude that
there are no significant gains from exploiting the wireless
channels. For the remaining Scenarios 2 and 3, we will not
consider IID data. Therefore, the takeaway result is:

Result 3. For IID data, the exact agent selection policy is
not crucial as long as different agents are selected over time.
Additionally, the gains of channel-aware agent selection are
minimal.

2) NON-IID DATA
In Scenario 0, the max-sum-loss, max-sum-dev and
max-sum-rate/FedCS policies are identical to the
max-loss, max-dev and random policies, respectively.
In Scenario 1, they behave differently as a result of the
variable wireless channels. Fig. 5 shows the accuracy of the
policies over time and illustrates that the max-sum-loss,
max-sum-dev and max-sum-rate/FedCS policies
provide higher accuracy levels than in Scenario 0. The
reason is that they can exploit the gains from the wireless
channels, which lead to selecting more agents, and hence
training on more samples per communication round. The
max-sum-loss and max-sum-dev policies behave sim-
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FIGURE 5. Accuracy over time for non-IID data, considering time-varying
wireless channels, Kv = 300 samples and Tapp,max = 5s.

ilarly and achieve a higher accuracy than the other policies
throughout the considered time period. Thus, we can con-
clude that agent selection based on both channel and learning
aspects is beneficial to the learning process, regardless of the
learning metric considered, i.e. the deviations qv[i] or the loss
F (WG,v[i]).

Additionally, Fig. 5 shows that the
max-sum-rate/FedCS and max-loss policies perform
similarly, even though the max-sum-rate/FedCS policy
selects on average approximately double the number of
agents per round compared to the max-loss policy. This
result highlights the effectiveness of the loss F (WG,v[i])
as a metric to indicate the importance of an agent in the
learning process. Similar to our observation from Fig. 4,
Fig. 5 shows that the pow-d policy under-performs, which
contrasts with its best performance in Fig. 3 in Scenario
0. Once more, the reason is that the pow-d policy neither
explicitly nor implicitly considers the wireless channels.
Moreover, when comparing Figs. 3 and 5, the policies
that implicitly take the wireless channels into account, i.e.
max-loss, max-dev and random, behave similarly.
However, the accuracy with the max-dev policy in Fig. 5
does not fluctuate as it did in Fig. 3, which is due to the
fact that the wireless channel variation impacts the number
of selected agents per communication round. This leads to
the averaging of the peaks that were observed in Fig. 3.
Therefore, the important message is:

Result 4. Choosing agents based on both channel and
learning aspects is advantageous for the learning process
in non-IID data scenarios. The learning aspect ensures the
selection of agents with suitable data, while the channel
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aspect benefits from the wireless channels, thus enabling the
selection of as many as possible agents per communication
round.

3) COMPARISON WITH THE CIFAR-10 DATASET
To show the effectiveness and adaptability of our proposed
framework, we also study the performance of the policies
with the CIFAR-10 dataset [41], which is a complex dataset
commonly used in the literature. For the training, we con-
sider the CNN as used in [13], whereas the agents invoke
the SGD optimizer with learning rate η = 0.1, batch size
sB = 64 and each agent performs nLE = 5 local epochs.
Additionally, we consider a non-IID scenario, where each
agent holds Kv = 600 training samples and KT,v = 100
testing samples. For the sake of a fair comparison with the
ETSD, we adjust the hardware of the agents such that the
time interval for uploading the FL models is the same when
using both datasets.

Fig. 6 shows the accuracy over time when training with
the CIFAR-10 dataset. Although higher accuracy levels have
been reported in the literature when training with the CIFAR-
10 dataset, the model we use is sufficient for our evaluations.
We highlight that our goal is to evaluate our proposed
framework and to investigate the trade-off between learning
and wireless communication performance measures, rather
than provide the highest accuracy level. Moreover, more
works in the literature report similar accuracy levels when
considering non-IID data [5, 13]. Additionally, Fig. 6 shows
an increasing trend in the achieved accuracy, which implies
that with more time and communication rounds, a higher
accuracy level may be achieved.

Fig. 6 also shows that the max-sum-dev,
max-sum-loss and max-sum-rate/FedCS policies
behave similarly and provide the highest accuracy level.
Therefore, we can conclude that the policies that explicitly
take the wireless channels into account perform the best
because they can select more agents than the policies that
implicitly consider the channels or not consider them at all.
Thus, we conclude that with the complex CIFAR-10 dataset,
it is crucial that many agents are selected for training such
that more training samples can contribute to the training.

When comparing the results with the ETSD and
CIFAR-10 datasets, we conclude that our proposed frame-
work is effective, as the policies generated from our
framework, i.e., max-sum-dev, max-sum-loss and
max-sum-rate/FedCS, perform the best in both datasets.
Moreover, the max-sum-dev and max-sum-loss poli-
cies, that take both learning and wireless channel aspects into
account, achieve the highest accuracy with both datasets. The
only difference between the results with the two datasets
is that the pure wireless based max-sum-rate/FedCS
policy matches the performance of the max-sum-dev and
max-sum-loss policies when the complex CIFAR-10
dataset is used.
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FIGURE 6. Accuracy over time for non-IID data with the CIFAR-10 dataset,
considering time-varying wireless channels and Tapp,max = 5s.

C. SCENARIO 2 - DIFFERENT NUMBER OF SAMPLES
In this scenario, we continue to have varying bit rates, while
only considering non-IID data and reducing the number of
samples per agent from Kv = 300 to Kv = 100. Due
to the reduction of the training time CT given a lower
number of samples Kv, for comparison reasons, we adjust
the application-specific latency budget to TAPP,MAX = 4.3s.
With this, we ensure that the time interval for uploading the
FL models is the same as in Scenarios 0 and 1.

Fig. 7 shows the accuracy of the policies over time and
in comparison to Scenario 1, it takes a longer time for the
accuracy to reach a more stable level because the agents now
hold less data. Moreover, Fig. 7 shows that during the initial
learning phase (until 400s), the max-loss policy learns
more quickly than the other policies. The good performance
of the max-loss policy is a consequence of selecting the
most appropriate agents for the learning, which is more
crucial in this scenario, since given that the agents have fewer
samples, the likelihood of an agent possessing non-beneficial
data for the learning process is higher. During this initial
learning phase, the max-sum-loss and max-sum-dev
policies perform worse than the max-loss policy because
they sacrifice agents that are important to the learning pro-
cess for less important agents with high bit rates. Moreover,
the pow-d policy performs worse than the max-loss
policy because it is limited in the number of agents that
can be selected at each communication round. After 400s,
the max-sum-loss, max-sum-dev and pow-d policies
perform similarly to the max-loss policy because they
selected enough agents with important data over time.
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FIGURE 7. Accuracy over time for non-IID data, considering time-varying
wireless channels, Kv = 100 samples and Tapp,max = 4.3s.

Moreover, Fig. 7 shows that the
max-sum-rate/FedCS policy consistently under-
performs during the learning process, despite being the
policy that selects the most agents per communication
round. This poor performance is attributed to not at all
taking into account the learning aspect, which is dominant in
this scenario. We can therefore get the following takeaway
message:

Result 5. When agents have a small data set size in a
non-IID setting, the agent selection becomes very important,
especially during the initial learning phase. For this reason,
the max-loss policy provides higher accuracy during the
initial learning phase than other channel- and learning-
aware policies.

D. SCENARIO 3 - DIFFERENT LATENCY BUDGET
To investigate the impact of the application-specific latency
budget TAPP,MAX on the accuracy, we consider a scenario
with non-IID data, Kv = 300 samples and TAPP,MAX = 2s,
instead of TAPP,MAX = 5s that was considered in Scenarios
0 and 1. The substantial reduction of TAPP,MAX limits the
number of agents that can be selected in a communication
round as well as the set of agents that can be selected. The
reason is that the cell edge agents, who suffer from low bit
rates, may only sporadically be able to transmit their local
model within the latency budget TAPP,MAX. Therefore, lower
accuracy levels are expected within a given time period,
compared to Scenario 1.

Fig. 8 shows the accuracy of the policies over time, which
fluctuate more than in Scenario 1 because the global model
is updated more frequently. Specifically, within 400s, 80
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FIGURE 8. Accuracy over time for non-IID data, considering time-varying
wireless channels, Kv = 300 samples and Tapp,max = 2s.

and 200 communication rounds are executed in Scenarios
1 and 3, respectively. Moreover, Fig. 8 shows that the
initial learning phase in this scenario lasts for about 100s
while in Scenario 1, it lasts for about 200s, as a result of
setting a different latency budget TAPP,MAX. However, in both
scenarios, the initial learning phase lasts for a comparable
number of communication rounds.

Another observation from Fig. 8 is that the performance of
the max-sum-loss and max-sum-dev policies is better
than the performance of the max-loss policy until 200s,
when the max-loss policy becomes the best performing
policy. The reason is that the reduction of the latency
budget TAPP,MAX limits the extra number of agents that the
channel-aware policies can select compared to the policies
that implicitly take the channels into account. Hence, until
200s, there are some gains from exploiting the wireless
channel but after 200s the accuracy with the channel-aware
policies does not improve further, because the channel-aware
policies avoid selecting agents with poor bit rates. Due to
this reason, the max-loss policy can converge to a higher
accuracy level in the long term. This implies that it selects
agents at the cell edge more often than the channel-aware
policies. For the same reason, the max-sum-rate/FedCS
policy under-performs, thus making it slightly worse than
the random policy. Furthermore, the pow-d policy initially
under-performs due to being fully unaware of the wireless
channels but it eventually reaches a high accuracy level. The
reason is that similarly to max-loss policy, it selects more
persistently important agents at the cell edge. Overall, the
key message from the analysis of Scenario 3 is:
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Result 6. A short latency budget TAPP,MAX in a non-IID
setting limits the gains of the channel-aware policies. In
the long term, the max-loss policy can provide a higher
accuracy because it selects agents with persistently poor bit
rates that have beneficial data for the learning process.

E. SCENARIO COMPARISONS
The policies in Scenarios 1-3 can be compared in terms of
what accuracy levels they have reached by a given deadline
as well as in terms of how much time is needed to reach a
certain targeted accuracy level.

1) DEADLINE
Considering that some applications may require the training
to be completed within a given deadline, we compare the
policies over the three scenarios by a deadline of 300s, i.e.,
5 minutes. Fig. 9 shows the accuracy for every policy and
scenario around the 300s deadline, while Table 2 shows the
measured accuracy level, which is derived by averaging the
accuracy over a 30-second period, therefore from 270s to
300s. The averaging of the accuracy in Table 2 is performed
to ensure that the provided results are not dominated by the
accuracy fluctuations. From both Fig. 9 and Table 2, we
observe that each policy reaches a higher accuracy level
in Scenario 1 than in Scenarios 2 and 3. The policies
in Scenario 1 perform better than in Scenario 2 because
the agents do not suffer from a small data set size. In
Scenario 1, the policies perform better than in Scenario
3 because the larger latency budget TAPP,MAX allows the
selection of more agents in a given communication round.
Additionally, Fig. 9 shows that even though the accuracy
of the policies in Scenarios 1 and 3 are roughly stable,
the accuracy of the policies in Scenario 2 is still sharply
increasing, because more communication rounds are needed
to reach convergence when the agents have a small data set.

Table 2 also shows that among the policies that im-
plicitly take the channels into account and the pow-d
policy that does not consider the channels, the max-loss
policy converges to a higher accuracy level. Moreover, the
max-sum-dev and max-sum-loss policies converge to
approximately the same accuracy level, regardless of the
scenario and they provide the highest accuracy in Scenario
1, as explained in Result 4. However, in Scenario 2, where
the agents have limited samples and in Scenario 3, where
the latency-budget TAPP,MAX is short, the highest accuracy
level is provided by the max-loss policy, for the reasons
provided in Results 5 and 6, respectively.

2) ACCURACY TARGET
Some applications require to train the global model until a
specific accuracy target is met. Therefore, we compare the
policies in the three scenarios in terms of how much time
is needed to reach the 75%, 80% and 85% accuracy levels.

TABLE 2. Accuracy level reached for every policy after 300 seconds for

each scenario, where the highest accuracy per scenario is marked in bold.

Policy Scenario 1 Scenario 2 Scenario 3

max-sum-dev 0.87 0.72 0.77
max-sum-loss 0.87 0.73 0.79

max-sum-rate/FedCS 0.84 0.66 0.68
max-dev 0.81 0.71 0.71
max-loss 0.84 0.76 0.82
pow-d 0.78 0.73 0.76
random 0.77 0.68 0.70

We consider that an accuracy level is reached if the average
accuracy over a period of 30s is above the accuracy target.
Table 3 shows the time in seconds to reach each accuracy
level, where a hyphen indicates that the accuracy level could
not be reached within the simulated 400s while the values in
parenthesis under Scenario 2 indicate that the accuracy level
is measured after 400s.

Table 3 shows that the accuracy levels are reached faster
in Scenario 1 than in Scenario 2. The reason is that agents
have more samples in Scenario 1 and hence, the FL server
can train on more samples in a given time period. Table
3 also shows that when the latency budget TAPP,MAX is set
to a small value, i.e. in Scenario 3, the max-sum-dev,
max-sum-loss and max-loss policies reach the 75%
accuracy level faster than when TAPP,MAX is set to a larger
value, i.e. in Scenario 1. This is because in Scenario 3 more
communication rounds are performed within a given time
interval than in Scenario 1. However, in Scenario 1, higher
accuracy levels can be achieved within the 400s time interval
compared to Scenario 3 because more agents can consistently
contribute to the learning process. For example, in Scenario
1, the max-sum-dev policy can reach the 85% accuracy
level within 270s while in Scenario 3, none of the policies
can reach the 85% accuracy level within 400s.

Moreover, Table 3 shows that the policies in Scenario
2 generally reach the 75% accuracy target at a later time
compared to Scenarios 1 and 3. However, higher accuracy
targets can be achieved in Scenario 2 than in Scenario
3, within the 400s time period. This observation is also
illustrated in Fig. 10, as the accuracy curves in Scenario
2 are still in an increasing phase while in Scenario 3 they
are fairly constant, which shows that the accuracy will not
further improve significantly. The only two policies that are
in an increasing phase in Scenario 3 are the max-loss
and pow-d policies because they select agents on the cell
edge more persistently. Yet, their increase is more modest
compared to Scenario 2. This result highlights that the more
agents can participate in the learning process, even if those
agents have a small data set, the higher accuracy levels can
be achieved within a given long-term time period, because
more diverse data are used for the training. Therefore, the
comparison among scenarios has the following important
messages:
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FIGURE 9. Accuracy of the considered policies for non-IID data around the time intervals of interest, where the dashed line indicates the 300 seconds
deadline.

TABLE 3. Time, in seconds, needed to reach the 75%, 80% and 85% accuracy levels for every policy in each scenario, where the shortest time per level

and scenario is marked in bold.

Policy
Scenario 1 Scenario 2 Scenario 3

75% 80% 85% 75% 80% 85% 75% 80% 85%

max-sum-dev 195 225 270 318 344 378 150 - -
max-sum-loss 200 225 255 314 340 374 156 358 -

max-sum-rate/FedCS 225 250 355 340 370 (421) - - -
max-dev 230 275 - 318 348 391 364 - -
max-loss 220 250 315 297 323 357 168 242 -
pow-d 270 375 - 314 344 400 275 384 -
random 260 380 - 335 370 (409) - - -

Result 7. When the latency-budget TAPP,MAX is set to a
small value, the policies initially learn faster than when the
latency-budget TAPP,MAX is large. However, in the long term,
a higher accuracy is achieved with a large latency-budget
TAPP,MAX.

Result 8. Regardless of the considered scenario, the more
agents with diverse data are selected, the higher the accu-
racy level that can be achieved.

F. ENERGY CONSIDERATIONS
In this section, we analyze the total energy consumption
of the agents for every policy and scenario. Fig. 11 shows
the energy consumption in Joules after a 300-second time
interval and it illustrates that the total energy consumption
is dominated by the training, rather than the transmissions.
Therefore, the total energy consumption depends primarily
on the total number of agents selected within the given time
interval. Consequently, the energy consumption is higher
when channel-aware policies are applied, regardless of the
scenario, as such policies generally select more agents. For
example, the pow-d policy, which does not consider the
wireless channels, selects the least amount of agents per
communication round, thus leading to the lowest energy
consumption, as also shown in Fig. 11.

Fig. 11 also shows that the ratio of the training energy
consumption between the policies considering explicitly and
implicitly the wireless channels, is smaller in Scenario 3
than in Scenarios 1 and 2. The reason is that the channel-
aware policies select fewer agents in Scenario 3 compared to
Scenarios 1 and 2 due to the shorter latency budget TAPP,MAX.
Despite more rounds occurring within the 5-minute inter-
val, the total number of selected agents is lower than in
Scenario 1. Consequently, both transmission and training
energy consumption are reduced in Scenario 3 compared
to Scenario 1. Moreover, the total energy consumption in
Scenario 2 is lower than in Scenarios 1 and 3, which is due
to the agents having fewer samples and consequently, shorter
training times. However, because of the shorter training
times, more communication rounds are performed during the
5-minute time interval compared to Scenario 1. In addition,
Scenarios 1 and 2 have a similar number of agents selected
per communication round, implying that the transmission
related energy consumption is higher in Scenario 2 than in
Scenario 1.

Table 2 shows that in Scenario 1, the max-sum-dev
and max-sum-loss policies provide the highest accuracy,
whereas Fig. 11 shows that their energy consumption is
high. However, the max-loss policy achieves a slightly
lower accuracy than the two above-mentioned policies while
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FIGURE 10. Accuracy of the considered policies for non-IID data around the accuracy levels of interest, where the dashed lines indicate the 75%, 80%
and 85% accuracy levels.

FIGURE 11. Total energy consumption of agents for every policy and
scenario after a time period of 300 seconds.

consuming about half the amount of energy. Additionally,
the max-loss policy achieves the highest accuracy in
Scenarios 2 and 3 while also consuming comparatively
lower energy due to selecting few agents. Therefore, the
max-loss policy provides a good trade-off between ac-
curacy and energy consumption.

Fig. 12 shows the total energy consumption of the agents
per policy and scenario, until the time that the 80% accuracy
level is reached. The absence of a bar in Fig. 12, as it occurs
for policies in Scenario 3, implies that the 80% accuracy
level was not reached within 400s. Comparing the energy
consumption in Fig. 12 to the accuracy levels in Table 3, a
trade-off between time and energy is observed in Scenario
1. Specifically, the max-sum-dev and max-sum-loss
policies reach the 80% accuracy level the fastest. However,
both policies have a higher energy consumption than the

FIGURE 12. Total energy consumption of agents for every policy and
scenario to reach an accuracy level of 80%.

max-loss policy, which reaches the 80% accuracy level
25s later. Another observation is that, despite the policies in
Scenario 2 taking longer to reach the 80% accuracy level
compared to Scenario 1, they consume less energy. Overall,
our takeaway message from the energy impact on the system
is:

Result 9. The max-loss policy provides a good balance
between achieving high accuracy levels fairly quickly and
consuming less energy due to selecting fewer agents per
communication round.

VII. CONCLUSIONS AND FUTURE WORK
This work has investigated the agent selection problem for
FL in wireless communication environments. We proposed
a general optimization problem which can be adapted to
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a range of applications, depending on the needs and ca-
pabilities of the network and the agents. We focused on
the important subproblem of latency-constrained networks,
which is a 0/1 Knapsack problem. We obtained its solution
with a pseudo-polynomial algorithm with low complexity.
Then, we conducted extensive simulations, which lead to the
important Results 1-9. Overall, our Results 1-9 indicated that
the loss is a very good metric to describe the importance of
an agent in the learning process. Additionally, we showed
that the policies derived from the optimization problem,
performed better than only channel-aware and only learning-
aware policies, as indicated in Result 4. Moreover, we also
showed in Results 5-6 that learning-based policies performed
well when the agents had few samples and when the wireless
channel could not be largely exploited due to short latency
budgets.

For future works, there are several interesting directions
worth investigating. First of all, the specific convergence
analysis that highlights both the wireless and learning aspects
is left for future work. In this work we calculated the
deviation by equally considering all the parameter features
of the model. For future works, it is interesting to investigate
a weighted calculation of the deviations, in which only the
parameter features of the model that are important to the
learning are considered. Moreover, as Results 5-8 indicated,
adaptive policies based on the scenario and communication
round are expected to further improve the accuracy. Addi-
tionally, the problem with agents having different hardware
and/or data set sizes is worth investigating due to the trade-
off between learning accuracy, latency deadline and energy
consumption showed in Results 5-9. Finally, we also leave
for future work the problem of joint agent selection and
resource allocation.
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